






Funding for Programs That Work

Centers.162 Given that history, HHS's demanding research design requirements are
good policy.

The Ethics ofRandomization

Critics of the agency's preference for randomized trials also argued that the use
randomized trials is often unethical.163 That concern is vastly overstated. Further-
more, the revised HHS rubric largely moots this issue by permitting the use of rig-
orous QED designs in lieu of randomized trials when researchers feel an RCT
would be unethical. As a result, the Act's current research rigor requirements pro-
vide a good template for future evidence-based funding streams.

There are, of course, some circumstances in which a clinical trial would be un-
ethical. A study that proposed to deny proven protective services to children who
are being abused in order to test a new intervention would be an obvious example.
However, ethical researchers can design randomized studies of promising new ideas
without denying the control group access to previously proven services. In cancer
studies, for example, a promising new treatment is often compared to the existing
standard of care-not to the absence of any treatment whatsoever. Researchers can
evaluate promising home visiting models the same way.

Furthermore, an ethical dilemma only arises when two conditions are present.
First, the study must be denying proven services to children in the control group.
Second, the service providers must have sufficient resources to offer the proven
services to both sets of children. The first condition will not be met when the con-
trol group is provided with current best practices in order to test the value of a new
model, as noted above. Nor will it be met when current practices are themselves
unproven. The mistake that many critics appear to have made is to assume that
their favored home visiting model is, in fact, reliably proven and that denying it to
one arm of a clinical trial would be unethical. However, most home visiting models
lack this kind of evidence.

When HHS did its initial review of the literature on home visiting in 2011, only
7 of the many existing home visiting programs met the agency's standards for
demonstrated effectiveness. Of these, most produced tiny or inconsistent benefits.
Rigorous research is necessary to find out whether a program works.

The second condition is that sufficient resources be available to provide a
promising model to every eligible child. That is rare. In the real world, funding is
usually insufficient to meet community need and services must be rationed. By us-

162 See e.g. James J. Heckman and Jeffrey A. Smith, The Sensitivity of Experimental Impact Estimates: Evi-
dence from the National JTPA Study 33 (July 1997) (For youths, the record of government training programs
for the disadvantaged is almost uniformly negative." ); James-Burdumy, et al., When Schools Stay Open Late:
The National Evaluation of the 21st Century Community Leaming Centers Program: Final Report xviii-xvix

(2005) (reporting disappointing findings about the 21st Century Community Learning Center program).
16 Daro et al., supra note 100, at 3 (making this objection).
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ing a lottery to assign spots among the eligible children, rather than other options
such as first in time, an agency can do a randomized comparison without ethical
transgressions.

Perhaps the most challenging situation for researchers will arise when they be-
lieve that a promising, though unproven, intervention should be targeted to the chil-
dren most in need of its anticipated benefits. In those situations, a lottery is not ide-
al. Fortunately, one of the quasi-experimental designs approved by HHS is well-
suited for use in this context.

A regression discontinuity study can create treatment and control groups by
separating the children who score below a cutoff score, such as a score for early
language skills, from those who score above.'6 Only the children falling below the
cutoff would receive the intervention being studied. By targeting the children most
at risk, this design avoids another ethical issue potentially posed by RCTs.165 After
the intervention, researchers assess whether the scores of the intervention group
have risen more than those of the comparison group. If the intervention works, the
regression line for the treatment group should be higher than that for the compari-
son group, as shown in this graph.

0 10 20 3 4C T O 70 ) 9n 1

The disconnection between the two lines is the "discontinuity" that gives this
design its name.'66

To sum up, the vast majority of home visiting programs can be ethically studied

See The Regression-Discontinuity Design, http://www.socialresearchmethods.net/kb/quasird.php (last up-
dated Oct. 20, 2006) (noting this advantage of regression-discontinuity designs).
165 Id.

6" Id. Although this study design is not yet commonly used in education and social sciences research, its use
is likely to grow because this design is now being successfully used to assess the impact of state-funded pre-
school programs. See, e.g. William T. Gormley, Jr. & Ted Gayer, Promoting School Readiness in Oklahoma:
An Evaluation of Tulsa's Pre-K Program, 40 J. Hum. Resources 533, 544 (2005).
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using RCTs. When researchers reasonably believe that RCTs would be unethical,
HHS rules permit the use of rigorous QEDs. In particular, regression discontinuity
designs may provide a good alternative. Like RCTs, regressive discontinuity mod-
els are classified as high quality by HHS. No loosening of the current rules is need-
ed.

In medicine, cancer surgeons vigorously resisted randomized trials of ultra-
radical mastectomies because surgeons considered it unethical to deny the control
group access to a treatment that was theoretically unassailable. They were wrong.
Thousands of women were needlessly and horrifically disfigured before random-
ized trials proved that the technique was not needed.167 Let's not repeat that mis-
take. It's not unethical to find out if a popular program works.168

Overlooking Synergies

A third criticism voiced against the emphasis placed on RCTs by the Obama
Administration is that RCTs force evaluators to focus narrowly on very specific
outcomes and that this narrow focus is likely to overlook synergies that a home vis-
iting program may have with other community programs. Together, the programs
may generate a whole that is greater than the sum of the parts.169

This argument has a fatal weakness. If "the whole" is generating wonderful
outcomes, then measure them, too. If they cannot be reliably measured, then why
should we believe that they really exist? Taken to its logical end, this argument
would support the continuation of virtually every unproven program ever created.I

Ironically, the very program used to illustrate the existence of these larger syn-
ergies has recently been studied. The hoped-for synergies could not be detected.
The Harlem Children's Zone (HCZ) provides an array of services to children who
live within its service area (the "Zone"), one of which is a charter school. The laws
governing charter schools in New York City require that residents living outside the
Zone be allowed to enter the enrollment lottery. As a result, some of the chosen
students lived within the Zone and some did not. Only those living within the Zone
were eligible for HCZ's comprehensive services. As a result, the lottery provided a
natural experiment in which the value of the extra services provided only to chil-
dren living within the Zone could be tested. The team of researchers found that the
students who attended the HCZ charter school were making exceptional gains, but

6I See Mukhejee, supra note 160.
... See also Wilson, supra note 147, at 190 ("[T]here is an ethical problem in not conducting experiments to
test interventions that could have harmful effects").
" Hutson & Perrin, supra note 122, at 3 (referencing the Harlem Children's Zone and stating that RCTs
"provide little information about what it takes to combine multiple interventions to achieve stronger outcomes
or to scale up such layered, comprehensive approaches to working with children and families")
17o Research has established that participants routinely think programs are more effective than they are. See
Wilson, supra note 147, at 187, 189 (noting research findings and describing one case study).
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that the students who lived inside the Zone had no better school outcomes than the

students who did not.'7 1 Thus, the authors found no evidence that the comprehen-
sive social services spilled over into greater school success.

Synergies will sometimes exist, but they can be rigorously studied. Wishful

thinking is no substitute.

Efficacy at Scale

Critics also complain that RCTs are typically too small to provide reliable evi-
dence that a program will be equally effective on a citywide or statewide scale. This
point is well-taken, but the critics draw the wrong inference from it. Lawmakers
may reasonably insist that a program be proven on a small scale before it is funded
at a much larger scale. While success in the hothouse of a randomized trial is cer-
tainly no guarantee that a program will do as well when it is operated on a much
larger scale,172 programs which have no proven effect in the hothouse are highly un-
likely to thrive in the field. When a program is replicated at scale, fidelity to pro-

gram design is more difficult to insure, staff may lack the motivation associated
with testing of a promising new idea, and the creator of the program is no longer at
the helm, tirelessly working to insure that the project is well run. As a result, suc-

cess in a high quality study, like a randomized trial, should be viewed as necessary,
but not sufficient, to firmly establish a home visiting program as field tested.173

To spend our funds wisely, funders should start with programs that have been

reliably tested on a small scale and then insist that scaled up programs be rigorously

evaluated as well. A follow-up assessment is essential to determine whether the

program's initial promise could be reproduced in new locations and on a larger

scale.

17 Vilsa E. Curto, Roland G. Fryer, Jr. & Meghan L. Howard, It May Not Take a Village: Increasing

Achievement Among the Poor. Social Inequality and Educational Disadvantage 26-27 (2011), available at
http://scholar.harvard.edulfiles/fryer/files/it may not take a villageincreasingachievementamongthe_p
oor.pdf.
172 See SIR Report, supra note 123, at 52 (noting suggestions that it take into account whether a model had
been implemented in the "real world"); Jennifer Kahn, Can Emotional Intelligence Be Taught?, N.Y. Times
(Sept. I1, 2013), http://www.nytimes.com/2013/09/15/magazine/can-emotional-intelligence-be-

taught.html?pagewanted=all (noting the "Hawthorne effect" in which the attention focused on an educational

experiment is enough to cause "a temporary uptick in performance").

17 Large scale randomized trials sometimes contradict the positive findings of pilot projects. See, e.g., Nancy
McCall & Jerry Cromwell, Results of the Medicare Health Support Disease-Management Pilot Program, 365
New Engl. J. Med. 1707, 1704 (2011) (finding that having nurses call patients to help manage multiple chron-
ic conditions did not reduce costs).
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Inability to Serve Families in Need

The home visiting programs being operated across the country serve a wide va-

riety of families with a wide variety of needs.17 4 When the federal Home Visiting

Program was first proposed, only the Nurse Family Partnership was sufficiently
supported by RCTs to be assured eligibility."' Yet, the Nurse Family Partnership

model only serves low-income, first-time mothers who enroll within the first weeks

of their baby's life. Thus, it will not reach first-time mothers who don't learn about
the program in time, mothers with other children, or mothers who exceed the in-
come threshold. In addition, it offers a very specific, mixed package of information

and services. That package differs from the services provided by other models,
some of which target people in need of mental health services or children at high

risk of child abuse.

When legislation was proposed that appeared to target NFP, home visiting pro-

grams like Parents as Teachers, Healthy Families America, and HIPPY USA feared

they would be left out.'76 They enlisted national child advocacy organizations to
make the case for looser eligibility requirements."' Their supporters argued that

tough research standards would be bad public policy because too many needy fami-

lies would fall outside the Act's reach, thwarting the goals of Congress.", Some

communities may need mentoring services for teen mothers; others may feel that

mental health assistance should be prioritized. 179 If the law's evidentiary standards

are too strict, states seeking funding under the Act would be less likely to find a

home visiting program that fits their needs on the list of eligible models.

In reaction, Congress revised the draft legislation to include quasi-experimental
studies. If HHS had not used its authority to impose rigorous criteria on qualifying

QEDs, a Congressional revision intended to make a wider array of services availa-

ble would, at the same time, have eviscerated the primary goal of targeting funds to

programs with proven effectiveness.

This dispute usefully highlights a significant problem in this field and in many
others. Very few existing programs can provide rigorous evidence of their effec-

tiveness. Most home visiting programs were created and evaluated in an era when

simple, but unreliable, research designs were sufficient to satisfy funders. As a re-

sult, Congress attempted to fund evidence-based programs in a field where the nec-

essary rigorous research had not yet been done. In hindsight, Congress should first

" See supra notes 45-47 and accompanying text.
' See supra notes 58-60, 87-94 and accompanying text (discussing how the text of the proposed statute

seemed to target NFP).
"6 Haskins et al., supra note 81, at 7 (listing Parents as Teachers, Healthy Families America, the Parent Child

Home Program, and HIPPY USA as disappointed suitors).
"7 See Astuto & Allen, supra note 66, at 6.
171 See Daro et al., supra note 100, at 2.

"' Haskins et al., supra note 81, at 8-9; Astuto & Allen, supra note 66, at 6 (noting that various models have

different goals, populations, strengths, and weaknesses and that communities should be permitted to pick the

one that fits "their particular needs.").
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have funded a generation of high quality studies to identify the most powerful home
visiting programs. Instead, it created a funding stream to expand access to evidence-
based programs without a deep pool of evidence-based programs from which to
draw. This understandably produced a dogfight over the definition of "good" re-
search.

Conclusions about Design Rigor

None of the criticisms of the Act's current research design requirements are
persuasive. The law now contains well-crafted research design standards-an im-
pressive accomplishment for an innovative program whose legislative authors and
agency implementers had to mediate a debate over the rigor of those requirements.
This part of the Home Visiting Program provides a useful template for future evi-
dence-based funding efforts.

PART IV. THE ACT'S OUTCOME REQUIREMENTS

Unfortunately, HSS failed to complement its demanding research design re-
quirements with equally tough requirements for the minimum outcomes needed to
qualify for federal funding. The current rules contain no requirements with respect
to the minimum magnitude of the benefits conferred, the consistency of the find-
ings, the durability or salience of the benefits, or the replication of positive out-
comes. As a result, many of the approved programs have threadbare or troublingly
inconsistent evidence of positive impact. Only a few would qualify under more de-
fensible standards.

Minimum Effect Size

Under current DHSS rules, any statistically significant positive finding counts
toward the agency's proof requirements no matter how trivial the impact. In fact,
current rules do not even require the calculation of an effect size at all. As a result,
the EIP and Project 12-Ways/SafeCare Augmented programs were approved de-
spite the absence of any estimate of effect size.so When the Act is reauthorized,
Congress should set a minimum effect size to help ensure that the funded models

"o See Project 12-Ways/SafeCare: Effects Shown in Research & Outcome Measure Details for Reductions in
Child Malttreatment Outcomes, U.S. Dep't of Health & Human Serv. (2011)
http://homvee.acf.hhs.gov/effects.aspx?rid=1&sid=39&mid=5&oid=7; Early Intervention Program for Ado-
lescent Mothers: Study Search for Family Economic Self-Sufficiency Outcomes, U.S. Dep't of Health & Hu-
man Serv. (2011), http://homvee.acf.hhs.gov/Effects.aspx?rid=1&sid=18&mid=4&oid=4. Statistical signifi-
cance is not a substitute for impact.While it reduces the odds that a positive finding is simply a matter of
chance, statistical significance is not about magnitude.
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are capable of having a meaningful, rather than perfunctory, impact.
At present, trivial effects suffice. In a study of Healthy Steps, for example, re-

searchers found that a program component called PrePare increased children's early
language skill by 0.03 standard deviations after two-and-a-half years of services."'
That is equivalent to moving the participating children from the 8 5th to the 8 5 .6 6th

percentile. Yet, that modest finding qualifies as one of the two positive findings
needed to make Healthy Steps eligible for federal funding. Not only is an impact
this small unlikely to change a child's life materially in the short run, but it is also
virtually certain to fade out soon after program completion.'82 Federal funding
based on this finding would be squandered.

Fade-out is normal. As a result, only gains with very large effect sizes are
likely to be durable. Studies of ordinary preschool attendance have shown that even
larger short-term gains routinely disappear within a couple of years. Not even the
famous early childhood programs, like the Abecedarian Project and the Perry Pre-
school, avoided substantial fade out. Instead, they produced initial gains so large
that a substantial residual effect remained several years later despite the loss of
roughly half the initial gain. A recent meta-analysis of high quality preschool stud-
ies found that initial effect sizes usually shrank by half' 83 and a national study of
ordinary preschools found that the short-term gains disappeared entirely.184 In a re-
cent rigorous study of Head Start, initial cognitive gains of about a 0.10 standard
deviation disappeared almost completely by the end of kindergarten.185 Researchers
have found similar fade out when studying the advantages of full-day kindergar-
ten,1 86 class size reduction,187 an extra daily class session in math,188 and even hav-

... See Healthy Steps: Study Search for Child Development and School Readiness Outcome, U.S. Dep't of
Health & Human Serv. (2006) http://homvee.acf.hhs.gov/effects.aspx?rid=1&sid=12&mid=5&oid=3 (de-
scribing positive effects for combining two or more words and for vocabulary, but providing an effect size for

only the first).
182 See infra notes 183-89 and accompanying text.

'11 Gregory Camilli et al., Meta-Analysis of the Effects of Early Education Interventions on Cognitive and
Social Development, 112 Teachers College Record 579, 600-01,table 7 (2010) (finding that cognitive effect
sizes faded by roughly half under each of a variety of assumptions).
1' Katherine A. Magnuson, et al., Does Prekindergarten Improve School Preparation and Performance? 26
Econ. Education Rev. 33 (2007) (finding that preschool math and reading gains had "largely dissipated by the
spring of first grade).
' Michael Puma et al., Head Start Impact Study: Final Report, U.S. Dep't of Health & Human Serv. (Jan.

2010) http://files.eric.ed.gov/fulltext/ED507845.pdf (despite using a loose standard of statistical significant
(0.10), the study found that initial gains had disappeared on six of seven metrics by end of first grade).
"' Elizabeth Votruba-Drzal, et al., A Developmental Perspective on Full- Versus Part-Day Kindergarten and

Children's Academic Trajectories Through Fifth Grade, 79 Child Development 957, 974 (2008) (finding ini-
tial math and reading gains of one-fifth a standard deviation, that shrank by 25-50 percent after controlling for
several factors, had entirely disappeared by spring of third grade).
.. Alan B. Krueger & Diane M Whitmore, The Effect of Attending a Small Class in the Early Grades on Col-
lege-Test Taking and Middle School Test Results: Evidence from Project STAR, Ill Econ. J. 1, 10 (2001)
(showing that benefits shrank steadily between first and ninth grade)

88 Eric Taylor, Spending More of the School Day in Math Class: Evidence from a Regression Discontinuity
in Middle School, 117 J. Pub. Econ. 162 (2014) (finding that initial gains had shrunk by two-thirds over two
years).
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ing a highly effective teacher.189

Initial effects commonly shrink over time. As a result, only substantial short-

term effects offer a reasonable hope of lasting benefit. If we want to change a

child's trajectory, only substantial and durable benefits will do. The lack of a mini-
mum effect size means that states may spend substantial sums on models that pro-
duce evanescent benefits.

A minimum effect size is advisable for another reason as well. In a carefully
designed pilot study, the effects will often be larger than they will be when the pro-
gram is scaled up. The staff of a high quality experiment is typically carefully se-
lected and is often aware that team success will be gauged by the program's out-
comes. Often, the creator of the model supervises the trial and has a powerful
incentive to work tirelessly to guarantee that the program is implemented as intend-
ed and that barriers and surprises are overcome immediately. Of the last five models
approved by HHS, all were approved on the basis of studies that were overseen by
the developer of the program. This kind of motivation and fidelity is difficult to du-
plicate when a program is scaled up. In fact, the founder of NFP was so concerned
about loss of fidelity that he carefully limited the program's rate of expansion.1 90 As
a result, evidence-based programs should insist on proof of a substantial impact in
the initial demonstration studies before concluding that a model is likely to confer
meaningful long-term benefits when taken to scale.

There is no bright line for what this minimum effect size should be, but an ef-
fect size of at least 0.25 standard deviations would be a very reasonable place to ex-
periment.191 The race and poverty gaps in academic achievement and emotional de-
velopment are estimated to exceed 0.50 standard deviations at kindergarten entry1 92

and a full standard deviation by twelfth grade.193 Under those circumstances, fun-
ders can reasonably insist that funded programs confer an initial gain of at least
0.25 standard deviations in core child developmental skills, anticipating that the
long term benefits will be roughly half that-closing 10-15% of the gap. Happily,
most of the currently approved programs have effect sizes that meet or exceed that

`9 Thomas J. Kane & Douglas 0. Staiger, Estimating Teacher Impacts on Student Achievement: An Experi-
mental Evaluation (NBER, Working Paper, 2008) (finding that effects faded out by 50 percent per year in the
two years following teacher assignment); Raj Chetty, et al., The Long-Term Impacts of Teachers Value-
Added and Student Outcomes in Adulthood 4-5 (NBER, Working Paper, 2011) (noting complete fade out in
prior studies but finding that teacher impact it stabilized in their data set at about one-third the initial impact
after 3 years); Jesse Rothstein, Teacher Quality in Education Production: Tracking, Decay and Student
Achievement, 125 Quarterly J. Econ. 175, 175 (2010). Chetty and colleagues found that, despite the fade-out,
earnings were higher for students with more effective teachers. Id.
19 See supra note 93 and accompanying text.
19 See e.g., Best Evidence Encyclopedia, http://www.bestevidence.org/aboutbee.htm (requiring an effect size

of 0.20 for its highest rating).

'92See, e.g., Fryer & Levitt, supra note 22, at 256, 262-63 (finding a kindergarten racial achievement gap of
0.66 standard deviations in math and 0.40 in reading). See also supra note 22 and accompanying text for ad-
ditional studies.
'" See Larry Hedges & Amy Nowell, Black-White Test Score Convergence Since 1965, 48 J. Hum. Re-
sources 149, 151-53 (Christopher Jencks & Meredith Phillips, eds., 1998) (reviewing the literature and con-
cluding that, among 17-year-olds the gap has been measured between 0.82 and 1.18 standard deviations in
composites of vocabulary, reading, and math).
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threshold.'9 4 That is the good news. The bad news is that current rules impose no
barrier to funding future home visiting models with much less impact.

Until Congress imposes a minimum effect size, HSS is wise to allocate a sub-
stantial portion of the home visiting funds using a competitive model. A competi-
tive grant process can take effect size into account.19 5 In the longer term, however,
the funding criteria need to be revised.

Durability of Benefits

The current rules do not require any evidence that a program's positive effects
persist past program completion. For a few of the desired outcomes, such as reduc-
tions in child maltreatment, temporary improvements may constitute a sufficient
benefit to warrant funding. But for other goals, like improved child development
and better school readiness, the objective is to alter a child's long term trajectory.
Meaningful programs like NFP help at-risk children construct strong cognitive and
emotional foundations on which to build further during the K-12 years. Only dura-
ble gains in cognitive and social development accomplish that end.19 6

Unfortunately, the current HHS approval rubric gives durability a very limited
role. The agency's hands were tied by Congress. The Act contains an oddly de
minimis durability provision which inexplicably applies only to RCTs.'97 Positive
findings from RCTS must be observed one year after program enrollment.' The
Act calls these gains "sustained"9 9 even though a gain that lasts only as long as the
treatment is being delivered can hardly be considered sustained.

" Only two are close calls. Effect sizes for HFA were only calculated for four of its fifteen positive effects
and they ranged from 0.14 to 0.25. Effect sizes for EIP ranged from 0.12 to 0.25.
` See e.g., Model Programs Guide, Office of Juvenile Justice and Delinquency Prevention,
http://www.ojjdp.gov/mpg/ratings.aspxThe OJP allocates from zero to 3 points in its competitive process on
the basis of effect size. Id.
"' "Sleeper effects" constitute an unusual kind of durable effect that should be included in this calculus. They
arise when a program lacks large short-term measurable benefits but the students receiving the intervention

demonstrate gains later in life. Head Start, for example, appears to confer some socio-emotional sleeper ef-
fects, even though its small cognitive benefits fade by early elementary school. Grover J. "Russ" Whitehurst,
Can We Be Hard-Headed About Preschool? A Look at Head Start (Jan. 16, 2013),
http://www.brookings.edu/research/papers/2013/01/16-preschool-whitehurst (describing "sleeper effects").

'97Patient Protection and Affordable Care Act , 42 U.S.C. § 511 (d)(3)(A)(i)(1),(2014); Maternal, Infant, and
Early Childhood Home Visiting Program Notice, 75 Fed. Reg. 43175 (proposed July 23, 2010) (stating that
the model must one that has demonstrated significant positive outcomes, and in the case of the service deliv-
ery model described in item an, those outcomes must be sustained). Only RCTs are included in subsection
"aa." Affordable Care Act § 511 (d)(3)(A)(1)(ll)(aa). The result is sadly ironic. Programs whose effectiveness
have been demonstrated by studies which meet the gold standard must also meet two extra requirements that
are not imposed on home visiting programs that rely upon less reliable studies. See Home Visting Program
Notice, 75 Fed. Reg. at 43174. One hopes that this quirk was an inadvertent error, but language earlier in the
Act which specifically exempts quasi-experimental studies from the very modest durability requirement ap-
plicable to RCTs suggests that lobbying produced this otherwise inexplicable difference in treatment.
. Home Visiting Program, 75 Fed. Reg. at 43174.
199 Id.

2014-2015] 255



Journal of Legislation

In fact, gains measured at the one year mid-point of a two year program could
theoretically qualify that model for funding even if the gains had faded out entirely
by the end of the program's second year. In a study of the HFA San Diego program,
for example, the gains observed at age one had disappeared by age three.200 Requir-
ing that gains last a year from program initiation is the thinnest imaginable durabil-
ity requirement. Furthermore, quasi-experimental studies are exempted from even
this minimal requirement, perhaps reflecting strong industry lobbying.201

The agency's ability to consider this factor in a competitive grant-making pro-
cess provides yet another strong reason for allocating a sizable portion of the funds
competitively.202 For the portion of funding that is distributed through a formula,
however, the lack of a meaningful durability requirement is a significant weakness.
Fade-out is simply too common. To increase the odds of meaningful impact, Con-
gress should require proof of impacts that last at least a year after program comple-
tion.

States may object to this change because it will shrink the number of programs
that qualify for evidence-based funding. Only six of the fourteen approved pro-
grams can currently demonstrate that they confer benefits that last at least one year
after program completion.203 States would have to spend at least seventy-five per-
cent of their grant on these models. The other eight models could only be funded
using the twenty-five percent that can be spent on "promising" models. As a result,
a meaningful durability requirement could impair the ability of states to find a mod-
el that serves the specific needs of the families in that state. This is a legitimate
concern.

The best solution to this predicament is to temporarily expand the portion of
state formula funding that can be spent on promising programs, not to loosen the
standards for qualifying as an evidence-based program. Under the statute, promis-
ing models, unlike evidence-based models, must be rigorously evaluated as part of
the grant process. As a result, shifting the borderline models into the "promising"
category and requiring that they be evaluated for their long-term impact will help
fill the current knowledge gap. States will still have the choices that they want, but
rigorous evaluation of these promising programs will be mandatory. The resulting
studies will reveal whether these promising programs have a durable and material

2" See Healthy Families America: Study Search for Child Development and School Readiness Outcomes,
U.S. Dep't. of Health & Human Serv. (2007)
http://homvee.acf.hhs.gov/Effects.aspx?rid=l&sid=10&mid=5&oid=3. However, this finding was not relied
upon for approval.
201 But see id. HHS staff recognized the emptiness of this requirement and decided to report whether models

has demonstrated effects that last at least one year from program cessation. It calls them "lasting" impacts.
However, proof of lasting impact is not required for program approval. Id.

202 This would resemble the process used by the Department of Justice, which assigns between zero and three
points depending on the time between program completion and follow-up. Program Evidence Rating Instru-

ment, U.S. Dep't of Justice, http://www.crimesolutions.gov/pdfs/ratinginstrument part2.pdf.

203 But see Sarah Avellar et al., Home Visiting Evidence of Effectiveness Review: Executive Summary 9
(September 2013-Revised June 2014), OPRE Rep. 2013-42, (listing eight programs: EHS, EIP, HFA, HIP-
PY, NFP, PAT, PALS infant and SafeCare Augmented). The effects from the latter two programs were
measured at 9.5 and 10 months after completion, so I do not include them in my total.
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impact. Over time, these rigorous studies will expand the pool of meaningfully
proven programs, while eliminating those models that do not fulfill their initial
promise.

Replication

The statute also lacks a replication requirement. The replication of a positive
finding in a second sample increases the odds that a positive finding in the first
study was caused by the intervention and not chance. As a result, successful replica-
tion of positive results greatly increases the likelihood that sites funded with federal
grants will confer the same benefits on their participants as were detected in the
qualifying studies.

Yet, the current approval rubric does not require replication.204 Although repli-
cation of a positive finding in one domain is one route to approval, it is not the only
one. A single study with positive findings in two domains will also suffice.205 Only
five of the fourteen approved programs have replicated positive findings in the
same domain.206 The other nine programs were approved on the basis of a single
study that found at least one positive effect in two different domains, such as child
development and positive parenting. The seven most recently approved programs
all qualified on this basis. While positive findings in two domains can increase the
odds that at least one of them was not a statistical fluke,207 this criterion is no sub-
stitute for repeated and consistently favorable findings in the same domain.

Consider the research on HFA. After a 2002 study found that HFA increased
the number of well-baby visits attended by mother and baby,208 studies in 2005 and
2007 using different samples could not replicate that finding.209 Had the research on
HFA stopped sooner, we would have a dramatically different -- and misleading-
impression of its efficacy. The researchers observed that "[o]ur findings also alert
us to the importance of replication studies and caution us about generalizing posi-
tive or negative results from a single-sample, single-site evaluation."20 8 The initial
results did not tell the whole story.

In addition, the definition of a replicated finding should be tightened. At pre-
sent, HHS requires only that two studies find positive impacts in the same domain.
However, the domains are so broad that the "replicated" findings can actually in-
volve very different attributes. At present, it is possible for a model to be approved
on the basis of a study finding a positive impact on child cognitive development but

" Only subgroup findings must be replicated in a different sample. DHHS Criteria for Evidence-Based Mod-
els, U.S. Dep't of Health & Human Srev., http://homvee.acf.hhs.gov/document.aspx?rid=4&sid=19&mid=6
(last accessed 4/3/15).
205 Id.
206 See Avellar et al., supra note 203, at 9 tbl 2 (listing Family Check-UP, HFA, HIPPY, NFP, and PAT).
207 Two random positive findings are less likely than one unless the number of measurements in doubled.
208 At 584.
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no impact on emotional development combined with a second study finding a gain
in emotional development, but not in cognitive skills. This home visiting model
would qualify for funding because each study found at least one positive impact in
the domain of child development. Yet, neither study replicated the findings of the
other. In fact, they reach directly inconsistent conclusions. Nevertheless, the model
would qualify as evidence-based because the rules do not require a repeated posi-
tive impact on the same construct within a domain.

As a result, the sponsors of a home visiting model now have a strong incentive
to measure as many aspects of each domain as possible in both the initial study and
in any replication study. That is because any combination of positive findings in a
given domain will satisfy the replication requirement. At the same time, measuring
more constructs means that the odds of a random positive finding will increase. The
standard "p" value for statistical significance is 0.05. The chance of a false positive
is, therefore, one chance in 20. At this level of statistical significance, 100 meas-
urements would be expected to produce as many as 5 positive findings based on
chance alone, even if the program were totally ineffective.

To minimize this gamesmanship, HHS should tighten its replication require-
ments to require repeated positive findings within a given domain. If the current
rules did so, only five of the fourteen approved models would qualify.209 That num-
ber would shrink still further if programs had to show a replicated positive impact
on the same construct.210

Salience of the Benefits Conferred

At present, each positive finding counts as much as any other. In the domain of
positive parenting, for example, programs that increase the use of safety latches get
the same credit as programs that greatly increase the number of parents who read
daily to their children.211 Surely, this is not how Congress intended to spend its
money.

209 See Home Visitng Program Model Effects, U.S. Dep't of Health & Human Serv.,

http://homvee.acf.hhs.gov/EvidenceOverview.aspx (listing Family Check-UP, HFA, HIPPY, NFP, and PAT).
210 The current absence of a replication requirement further justifies the agency's decision to allocate some of

the funds in a competitive process. Replication can be taken into account in the ranking system. See e.g., Ear-

ly Childhood Education: Review Methods, Best Evidence Encyclopedia,
http://www.bestevidence.org/early/early_childed/methods.htm (requiring, for the highest ranking, "at least

two studies, one of which is a large randomized or randomized quasi-experimental study, or multiple smaller
studies"); See also Program Review and Rating from Start to Finish, Nat'l Inst. of Justice,
http://www.crimesolutions.gov/about starttofinish.aspx (last visited Aug. 14, 2012) (accepting only RCTs and
high quality QEDs, with preference for RCTs and requiring replication in a second sample for top rating,
scoring based on effect size and durability of demonstrated effect, and threats to internal validity).
211 See Study Search for Positive Parenting Practices Outcome, U.S. Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/Effects.aspxrid=1&sid=12&mid=5&oid=6 (listing these among the constructs
assessed for the HFA program).

[Vol. 41:2258



Funding for Programs That Work

The importance of a model's positive outcomes can currently be considered in
the competitive grant process, but not in the formula allocation process. Fortunate-
ly, the list of core benchmarks being created by DHSS to evaluate its grants can be
used in the future as a list of outcomes that must be tracked in the studies submitted
for approval of the model.

Consistency of Outcomes

The current approval process ignores studies finding that a home visiting model
failed to provide any measurable benefit and even studies concluding that the model
had a negative impact. Only positive findings are considered. If twelve studies have
evaluated a home visiting program and only one of the twelve found any positive
impact of any kind, the model would nevertheless qualify for approval if the study
found positive impacts in two domains. In fact, the model would be eligible for
funding even if the ten other studies found that the program impaired child devel-
opment. Only the positive findings count.

The body of research on Health Families America (HFA) illustrates this prob-
lem. HFA has been studied many times. It can now boast at least one positive find-
ing in each of the eight domains used by HHS. Yet, its batting average is much less
glorious than this statistic would imply. Rigorous studies have found a positive im-
pact on less than 10% of the constructs measured (43 of 494).212 In two domains,
the rate was so low that the few positive findings could easily have been due to
chance (1 of 30 in family violence and 3 of 72 for maternal health.) 213

Consider another example from the HFA research. This study found a favorable
effect on well-baby visits.2 14 Yet, the same study found no effect on 12 other
measures of child health. Was the single positive finding a statistical artifact? Two
later studies found no impact on well-baby visits. 2 15 Should the single positive find-
ing count toward approval despite two null findings on the same construct? It does
now.

The PAT research also raises the issue of inconsistent findings. PAT qualified
for approval on the basis of replicated findings in a single domain. One study found
that PAT had a positive impact on self-help and another found a gain in mastery
motivation. Yet, two other studies found that PAT did not improve children's "self-
help" skills. Despite the even split in the studies, PAT was approved.

2 12See Healthy Families America, U.S. Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/document.aspx?rid=1&sid=10&mid=l (last visited July 21, 2012). The impact on
four constructs was unfavorable or ambiguous. Id.
213 HFA's repeated positive outcomes in the domain of child maltreatment justify its approval. But the studies
of HFA illustrate the dilemma that is posed under the current approval rubric when many measurements have
been taken.
214See Healthy Families America, supra note 215.
215 See id.
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Similarly, HHS approved the Family Check-Up program because one study
found statistically significant impacts in two domains. In the domain of child devel-
opment, the study found positive effects on emotional development.216 Unfortunate-
ly, neither of the two other high quality studies found any impact on emotional
well-being.2 17 Yet, the two studies with null findings are not taken into considera-
tion even though they outnumbered the single study with positive findings.

Negative findings are also ignored. PAT again offers an illustration.218 Rigor-
ous studies of PAT have taken 208 measurements. In 196 of those measurements,
PAT had conferred no benefit.219 The remaining twelve assessments found seven
negative or ambiguous effects and five positive effects. Fortunately for PAT, the
seven unfavorable findings were ignored and two of the five favorable findings
were in a single domain. No weight could be given to the multiple negative findings
and nearly two hundred findings of ineffectiveness.

The failure to take negative and inconsistent findings into account is ill-
advised. The odds that a federally-funded program using these models will confer
substantial and durable benefits on participating children go down with each study
failing to find an impact. Careful stewardship would take this into account.

The dilemma for HHS, of course, is what to do when the outcomes are incon-
sistent. How many null findings should it take to offset a positive finding? How
many negative findings? What about negative findings in the same domain, but not
for the same trait? What if the few positive findings are for very important con-
structs, like severe physical abuse or early literacy? It may be impossible to develop
a rubric that provides bright line guidance when multiple studies have each taken
multiple measurements and the results are not consistently positive. Doing so is es-
pecially difficult in the absence of standard metrics for each domain.

HHS has taken two important steps to minimize this weakness in its rubric.2 20

First, the agency has reserved a portion of the statutory funding for a competitive
award process in which overall efficacy of the state's chosen model can be taken
into account. Second, it is using the grant evaluation process to identify a set of core

216 See Family Check-Up: In Brief, U,S, Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/document.aspx?rid=1&sid=9. Positive impact was detected for three measures of
child emotional development: internalizing, 0.21; externalizing, 0.23, and problem behavior, 0.23. Id. See
also, Family Check-Up: Study Search for Maternal Health Outcomes, U.S. Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/effects.aspx?rid=1 &sid=9&mid=5&oid=1.

218 Other examples of offsetting negative findings appear in the studies of the Healthy Steps supplement Pre-
Pare and of HFA. The single study of PrePare which found any positive effects found more negative impacts
(7), than positive ones (5). See Healthy Steps: In Brief, U.S. Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/document.aspx?rid=l&sid=12&mid=l (last accessed July 21, 2012) (summarizing
outcomes). HFA had similar inconsistency in the domain of family economic self sufficiency, where it had
three positive outcomes, two negative outcomes, and thirty-seven absences of impact. Healthy Families

America: In Brief, U.S. Dep't of Health & Human Serv,,
http://homvee.acf.hhs.gov/document.aspx?rid=l &sid=10&mid=l#title#title (last accessed July 21, 2012).
219 See Parents as Teachers, U.S. Dep't of Health & Human Serv.,
http://homvee.acf.hhs.gov/Model/l/Parents-as-Teachers--PAT--sup---sup-/16/1.
220 As an additional measure, the agency posts negative and null findings on its webpage. This may help the
states make informed decisions when they select the models to use.
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outcomes that each state must measure.221 The constructs that emerge from this
process can potentially become future benchmarks in the ex ante approval process.
With this list of common benchmarks, HHS could require that agencies seeking ap-
proval demonstrate positive, durable, replicated and consistent impact on one or
more of the key constructs.222

Conclusions about Outcome Thresholds

At present, the requirements for classification as an evidence-based service
model contain no minimum thresholds for the magnitude, durability, replication,
salience, or consistency of favorable findings. Null findings and even negative
findings are ignored. As a result, home visiting programs can qualify as "evidence-
based" despite sparse or troublingly inconsistent findings. The interests of children
and the goals of Congress would both be better served if minimum requirements
were imposed for all of these outcomes. Doing so would funnel public funding to
the programs most likely to change children's lives for the better.

Adoption of these minimum outcomes requirements would shrink the current
list of approved programs. Only five of the fourteen programs approved as of June
2014 had replicated positive findings in the same domain.223 Of this five, four--
HFA, HIPPY, NFP and PAT--would remain eligible if the law required proof that
positive impacts could still be observed one year after program completion. Only
HIPPY, NFP and PAT would also meet a minimum effect size requirement of 0.25
standard deviations. HFA would qualify under a threshold of 0.20 standard devia-
tions. Because the outcomes for PAT and HIPPY are troublingly inconsistent, these
models would not qualify if a minimum level of consistency were required. HFA is

221 See Affordable Care Act, 42 U.S.C. § 511 (d)(1)(B)(ii) (requiring improvement in at least four areas);
Funding Opportunity Announcement: Fiscal Year 2011, U,S, Dep't of Health & Human Serv.,., June 2011, at

1, 20 (OMB Bull. No. 0915-0339; HRSA-l1-179). For purposes of program evaluation, Congress condensed
the eight domains of child, parent and family well-being targeted by the grant program into six "benchmark"

areas, such as school readiness. In addition, states must show improvement in at least half of the "constructs"
measured in each benchmark area. Id. ("[S]tates must collect data for all constructs under each benchmark
area"). Id. App C, 43-52 (listing mandatory constructs for each area). For example, in the area of child readi-

ness for school, each state must measure key constructs such as "language and emergent literacy" and "social

behavior, emotional regulation, and emotional well-being."
222 See e.g., Program Evidence Rating Instrument, Nat'l Inst. of Justice,

http://www.crimesolutions.gov/pdfs/ratinginstrumentpart2.pdf. To earn the top rating ("effective") or the

middle tier ("promising"), the program can have no studies showing a negative impact on the targeted prob-

lem behavior and only 1 showing a null effect"). Even then, the reviewer must determine whether the null

findings should disqualify the program. Id. ("In some cases, the evidence for a program may be inconsistent,
for example, if there is one study indicating a statistically significant positive effect (i.e., Class I or Class 2);
one study indicating a statistically significant null effect (Class 4); and no third study is available for consid-
eration. In such cases, the Lead Researcher will also review both studies and make a final determination on

whether a final evidence rating can be assigned.") Id.
223 They are Family Check-Up, HFA, HIPPY, NFP and PAT. Sarah Avellar, et al., Home Visiting Evidence of
Effectiveness Review: Executive Summary 10, tbl. 2(November 2014) (listing these five and a sixth program
that was approved in September 2014).
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a closer call. Although its outcomes are hopelessly inconsistent in most domains, its
repeated positive findings for child maltreatment warrant approval despite the mar-
ginal effect sizes. Thus, NFP and HFA would qualify as evidence-based under the
tougher standards proposed here.224

Using the stiffened approval requirements recommended here, most of the cur-
rently approved programs would be treated as promising, rather than evidence-
based. Congress, it turns out, raced ahead of the research. To remedy this mis-
match, Congress should temporarily expand the fraction of funding which can be
used to try out and study promising models. Expanding the pool of money available
to rigorously evaluate promising programs in real-world settings is precisely the
right solution. It will provide states with more flexibility to find models whose ser-
vices match the state's needs, while insisting that solid evidence be generated be-
fore confirming the model's eligibility for ongoing funding. Over time the list of
proven programs will grow and federal funds will be allocated to programs that ma-
terially change children's lives.

V. CONCLUSION

The Home Visiting Program is Congress's most ambitious effort to create a
funding stream in which every state can receive funding if it spends the funds on
evidence-based programs. So far, however, this experiment with formula-based
funding is a mixed success. Approval is simply too easy. At the same time, a land-
mark initial step has been taken and the weaknesses can be fixed.

On the positive side, Congress's halting effort to define high quality research
was rescued by the staff at HHS. The agency produced research design standards
that are remarkably strong.

On the negative side, the law's outcome requirements are much less robust. The
Act's lack of tough requirements for effect size, duration, salience, consistency, and
replication greatly weaken the Act's promise. Too many of the approved programs
have minimal evidence of positive impact. Few would qualify under more defensi-
ble standards.

In the short run, HSS has reduced the harm done by these weaknesses by allo-
cating nearly half of the funding through a competitive grant process, which can
consider factors like the evidence of lasting impact and whether positive findings
have been replicated. But the decision to allocate those funds competitively is only
a temporary solution. In the long run, every state has infants and families who need
effective services. As a result, Congress must find a way to insure that its formula-
based funding is funneled to social service programs that make a meaningful differ-
ence in the lives of the people they serve. Its first step should be toughening the

224 If some of the prerequisites suggested here were not adopted, then the number of additionally approved
programs would turn on the requirement that was weakened or omitted. If replication were omitted, then
ChildFIRST would be a strong candidate for approval because its only study found multiple and large positive
effects in highly salient domains like child development and maternal mental health.

262 [Vol. 41:2



2014-2015] Funding for Programs That Work 263

outcomes requirements in the Home Visiting Program.

Because that change will greatly shrink the pool of eligible programs and limit

the ability of states to find programs that fit the needs of their residents, Congress
should also temporarily allow a larger fraction of the funding to be used for promis-

ing programs that will be rigorously evaluated.

Only a combination of strong design requirements, meaningful outcomes
thresholds, and rigorous evaluation of promising approaches has the potential to
reconcile our desire to fund programs that work with the reality that rigorous evalu-

ation of social services and educational interventions is only now becoming the
norm. It offers a promising template for future evidence-based funding. Over time
this combination of ingredients will identify innovative models that are even better
than those we have today and direct federal funds to programs that change the lives
of children, youth, and families.


